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Abstract

The discovery of the Rosetta Stone was one
of the keys that helped unlock the secrets
of Ancient Egypt and its hieroglyphic lan-
guage. But what about languages with no such
“Rosetta Stone?” Meroitic is an ancient lan-
guage from what is now present-day Sudan,
but even though it is connected to Egyptian in
many ways, much of its grammar and vocabu-
lary remains undeciphered. In this work, we in-
troduce the challenge of Meroitic decipherment
as a computational task, and present the first
Meroitic machine-readable corpus. We then
train embeddings and perform intrinsic evalu-
ations, as well as cross-lingual alignment ex-
periments between Meroitic and Late-Egyptian.
We conclude by outlining open problems and
potential research directions.1

1 Introduction

Perhaps one of the most critical elements to deci-
phering an unknown language is a collection of
bilingual texts. From a known language, one can
make conclusions about phonetic, morphological,
and lexical aspects of the target language, hope-
fully leading to eventual decipherment. Without
such a text, translation of a lost language is prac-
tically inconceivable. Only in this day and age,
where computer technological applications appear
to nearly reach the limits of human imagination,
is decipherment with a monolingual corpus poten-
tially feasible, and Meroitic is a great candidate for
such work.

Meroitic is the language of the ancient state of
Meroë, a Kushite-ethnic group living in approxi-
mately 270 BC - 330 AD of what is now present-
day Sudan (see Figure 1). Partly due to its geo-
graphic location, the Meroë civilization has been

1The corpus, along with data and code necessary to repli-
cate our experiments: https://github.com/Joshua-Otten/
Meroitic-Corpus

Figure 1: Ancient Meroë (Kush) between approximately
100 BC - 300 AD.

studied relatively little, despite its significant pres-
ence in the ancient and classical world (Shinnie,
1967; Rilly and de Voogt, 2012). One of the largest
obstacles to understanding the Meroitic state, how-
ever, is that its language is not well understood,
and we currently possess no bilingual texts large
enough to illicit an attempt at decipherment. As
stated by Shinnie (1967), a British africanist and
archaeologist, “... until this language has been
successfully read and the inscriptions translated,
much of the story of Meroë will remain unknown.”

While there have been past attempts to under-
stand the language, few have been made by Com-
puter Scientists. Our hope is that by leveraging
machine translation techniques, one could bridge
the gap that has hindered progress in this language
for decades. In the encouraging words of Griffith:
“If new eyes, whether of trained decipherers or of
scholars expert in North African philology, will
exert themselves upon it, the secrets of Meroitic
should soon be yielded up” (Griffith, 1911).

https://github.com/Joshua-Otten/Meroitic-Corpus
https://github.com/Joshua-Otten/Meroitic-Corpus


To our knowledge, this is the first work to use
modern NLP techniques towards Meroitic decipher-
ment. Our contributions include the following:
• First, we introduce the task of Meroitic decipher-

ment to the NLP community, and provide an
overview of the language and its unique chal-
lenges.

• Additionally, we present the first machine-
readable Meroitic corpus.

• Then, we train embeddings on this and Late-
Egyptian data, and provide intrinsic evaluations
of each.

• Finally, we perform alignment experiments be-
tween the Meroitic and Late-Egyptian embed-
dings, and lay groundwork for future research in
this area.

Meroitic decipherment would allow us to read one
of Africa’s oldest written languages as well as to
better understand the Meroitic civilization and its
historical and cultural role across the ancient world.

2 The Meroitic Language

A great deal of what we currently know of Meroitic
vocabulary and grammar comes from funerary in-
scriptions, which represent about one third of the
available corpus and contain formulas that have
been extensively analyzed by Griffith, Hintze, and
Rilly (Rilly and de Voogt, 2012). Fortunately,
(aside from a few vowel uncertainties) the writ-
ing system has already been understood, which al-
lows us to successfully transliterate Meroitic hiero-
glyphic texts. Scholars have already been able to
uncover a number of grammatical elements, allow-
ing them to identify such features as determinants,
genitival constructions, and appositions2 (Rilly and
de Voogt, 2012).

The grammar of Meroitic appears to be agglu-
tinative (Rilly and de Voogt, 2012), minimizing
the complexity of analyzing roots and grammatical
structure. The writing system utilizes an alphasyl-
labary (Rilly and de Voogt, 2012), which allows for
nearly one-to-one phonetic mapping. This removes
many of the challenges present in MT for Ancient
Egyptian or Cuneiform languages, where signs are
neither consistently phonetic or logographic (Sa-
hala and Lindén, 2023). Finally, Meroitic’s sep-
arator character, ‘ : ’, although not consistently
used (Rilly and de Voogt, 2012), greatly improves
our ability to identify roots, suffixes, and postposi-

2Where two adjacent noun phrases refer to the same object;
for instance when Meroitic titles precede personal names.

tions.
Scholars have also proposed linguistic affilia-

tions, and we are by now confident that Meroitic
is Nilo-Saharan of the Eastern Sudanic group’s
Northern branch, making it ‘North East Sudanic.’
The closest language group to Meroitic is Nubian,
followed by Nara, whereas Taman and Nyima are
separate branches within the same family (Rilly,
2008).

One of the most critical goals for Meroitic de-
cipherment will be expanding our limited vocabu-
lary (Lobban Jr, 1994), the hope being that once we
have identified more words, a better understanding
of the grammar should be forthcoming. Cognate
detection has presented one of the most promising
avenues for this, especially with regard to prior
scholarly efforts. To this end, we present a cognate
investigation by hand for two common Meroitic
words in Appendix C. However, since scholars have
already been searching the cognate space since the
writing system was deciphered by Griffith (Rilly
and de Voogt, 2012), we consider it more fruitful
to first focus on new computational methods that
have never been tried before.

2.1 Challenges

Data Scarcity Over time, scholars have aggre-
gated approximately 2,200 Meroitic texts. While it
is a sizeable amount of material for a lost language,
it still would of course be considered a drop in the
bucket for standard computational linguistics tasks.

Additionally, collecting data for comparison will
become an important task in the future. In particu-
lar all close language relatives to Meroitic are also
extremely low-resource languages. Although some
dictionaries (e.g. Nubian, Old Nubian, Nara) are
available, there exist hardly any complete corpora
for these relatives in machine readable format. Ide-
ally, analysts would perform experiments on not
merely one, but many languages, and use those
results cumulatively to better understand Meroitic.

Orthographic Variation An additional chal-
lenge for those hoping to decipher Meroitic is
the orthographic variation across the language.
“All researchers since Griffith who have worked
on Meroitic have observed and sometimes com-
plained about the great variability of the writing. ...
[T]here are frequent examples of different spellings
at the same site and from the same era for the
more commonly used terms” (Rilly and de Voogt,
2012). It is possible that these may partly con-



sist of dialectal differences, but the fact that we
find examples from the same place and time un-
dermines dialect as a primary suspect. Of course,
variations also include scribal mistakes (Rilly and
de Voogt, 2012), as well as differences in region
and time period (Rilly, 2007). For instance, Osiris
and Isis epithets often began with an initial /q/ in
places near Meroë and the third cataract, whereas
they primarily began with /w/ around the second
cataract; /qetneyineqeli/ and /wetneyineqeli/ are
two valid writings for Isis epithets. Also, the word
for “sister” was written /kdise/ as well as /kdite/.

3 Related Work

Schenkel (1972) used computational systems to
search Meroitic texts, identifying verbs and com-
mon suffixes in three long royal narratives, and
comparing them to verbal suffixes in the Barya lan-
guage. Later, Ouellette and Longpre (1999) used a
computer program called “Thoth: Language Cog-
nate Program” to search for cognates in Meroitic,
and concluded that “From these word lists it may
be possible to continue the work of deciphering
the Meroitic writing system until such time as a
bilingual text becomes available.”

More recently, several works have used machine
translation, statistical techniques, and Bayesian
probability to decipher foreign scripts (Knight et al.,
2006; Snyder et al., 2010; Luo et al., 2019, 2021).
These include methods to determine probable pho-
netic mappings (Knight et al., 2006), morpholog-
ical segmentation, cognates (Snyder et al., 2010),
and language relatedness (Luo et al., 2021).

A foundational experiment deciphered Ugaritic
with machine translation techniques.3 Comparing
the “unknown” Ugaritic texts with a closely re-
lated language, Hebrew, the computers iteratively
theorized alphabetic mappings based on charac-
ter frequency. They then searched for cognates
in the roots and particles using assumptions about
morphology, “correctly translat[ing] over 60% of
all distinct Ugaritic word-forms with Hebrew cog-
nates and over 71% of the individual morphemes
that compose them, outperforming the baseline by
significant margins” (Snyder et al., 2010).

Luo et al. (2021) built on this work by general-
izing it for other lost languages using a neural ap-
proach, which additionally improved the Ugaritic
decipherment by 5.5%. This work is particularly

3Ugaritic had already been deciphered prior to this, but not
using computers.

relevant since it extracts cognates in underseg-
mented texts between a known and a lost language,
even when the two languages are not particularly
related.

Another statistical experiment was performed
by Smith (2008), who tested whether Meroitic’s
word frequency distribution followed Zipf’s law,
concluding that, like all other human languages, it
does indeed adhere to a Zipfian distribution.

4 A Machine-Readable Meroitic Corpus

As part of this project, we present the first machine-
readable transcribed corpus by manually converting
pre-transcribed Meroitic examples into machine-
readable format, using examples from three main
works: the vocabulary list of Lobban Jr (2021), as
well as example phrases from Rilly (2007) and Mil-
let (1968). We have also refitted three lengthy
royal narratives from previous word-frequency ex-
periments: Tañyidamani, the Hamadab Stela of
Amanirenas and Akinidad (Hofmann, 1998), and
the Kalabsha Inscription of Kharamadoye (Hägg,
2000). These data will be made publicly avail-
able on Github. Some corpus statistics are listed
in Table 1, and examples of this data can be found
in Appendix A. Some data instances include pro-
posed translations; however, these translations are
often constrained to titularies, toponyms, and an-
throponyms (Lobban Jr, 2021), so they offer lim-
ited use for full decipherment.

Despite the existence of a Unicode font for
Meroitic cursive and hieroglyphs,4 we opt to use an
ASCII-mapping of transcription characters already
in use by scholars, both for ease of compatibility
(e.g. users might not possess this font) and because
our data sources usually provided examples as tran-
scriptions rather than hieroglyphs. The mappings
are specified in the corpus, and could certainly be
changed to the Unicode if necessary.

In the past, no one transcription standard for
Meroitic has been consistently used by scholars.
Since we use solely pre-transcribed text, it is im-
portant to ensure that differing conventions are
not inter-mixed. Thus, we create separate files
of Meroitic examples designated by scholar. For a
corpus, we combine the data from all files, but first
convert to one standard; in this paper, we conform
to Millet’s paradigm; however, we provide infor-
mation on our mapping scheme for each file, and
characters can easily be replaced by others, so this

4Link to Meroitic font

https://fonts.google.com/noto/specimen/Noto+Sans+Meroitic


Type Statistics

Translated Meroitic words 193
Meroitic Phrases 897
Late-Egyptian complete texts 302
Scanned Nubian pages 708

Table 1: Data-collection statistics; does not include the
Meroitic royal narratives.

should not pose an issue for reproducibility.
Additional data for Meroitic may be taken from

REM (Le Répertoire d’Épigraphie Méroïtique), a
corpus with over 1,000 Meroitic digitized inscrip-
tions5 (Leclant et al., 2000); however, many of
these texts still require transcription6 (Rilly and
de Voogt, 2012) if they are to be analyzed through
use of computer technology.7

As for data from other relevant languages, we
scrape the Ramses Online Corpus of Late-Egyptian
texts into JSON files, and use a cleaned version of
the corpus for our experiments. Additionally, we
are currently in the process of scanning and organiz-
ing materials from Old Nubian, Dongolese Nubian,
and a few other modern Nubian varieties, in order
to broaden the set of possible cognate candidates.
We hope to soon develop a large enough sample set
to conduct further experiments that may hopefully
lead to an increased understanding of the Meroitic
language. Note that all these languages are severely
under-resourced, and almost all materials come in
the form of books that require digitization and/or
optical character recognition to be rendered use-
ful. One challenge will be fine-tuning the OCR;
for instance, we are currently unaware of any OCR
developed for the Nubian or Old Nubian script, and
up until now, our OCR attempts have yielded less-
than ideal results. Eventually we will need an OCR
model for the Meroitic REM texts as well.

5 Experiments

In this paper, we use our Meroitic corpus to train
word embeddings. We evaluate their quality intrin-
sically with semantic similarity tests.

5Many of these can be found at https:
//ancientworldonline.blogspot.com/2017/11/
repertoire-depigraphie-meroitique.html

6They include photographs of the physical carvings/docu-
ments, along with drawings of scholars’ reconstruction of the
hieroglyphs, but they have not been converted to an alphanu-
meric script.

7At this point, the texts from REM are image files, and
hence not amenable for text-based language technologies.

Afterwards, we attempt to align them with em-
beddings from Late-Egyptian. Creating cross-
lingual representations is a method for lexicon in-
duction, where embeddings can be aligned on a
small dictionary of translation pairs (Mikolov et al.,
2013b; Anastasopoulos and Neubig, 2020). We
try this here with Meroitic and Egyptian, inducing
lexemes of known words for evaluation. Through
alignment to Egyptian, we hope to gain an under-
standing of the meaning (or grammatical function)
of unknown words.

5.1 Why Egyptian?
Even though Ancient Egyptian is not phylogeneti-
cally related to Meroitic,8 there are good reasons to
believe the content of some Egyptian texts may be
very relevant, both topically and chronologically,
due to geographic and cultural similarities of the
neighboring entities.

Napatan texts, Egyptian writings from the Nap-
atan period (circa 800-300 BC), could be especially
useful for translating words in the long royal nar-
ratives. Unfortunately, the number of long royal
narratives and corresponding Napatan texts is not
nearly large enough alone for comparison, and even
what is available is not in ready machine-readable
format. Additionally, unlike many Napatan texts,
it is likely that the royal narratives came from oral
tradition, since there are no dates, coronations, etc.
apparent in the texts; this minimizes our ability to
find similarities in format or structure.

Therefore, as a preliminary investigation, we
choose to use Late-Egyptian (written between ap-
proximately 1550-700 BC (Hoch, 2023)) texts and
stories for comparison, as they are openly accessi-
ble on the Ramses Online annotated corpus.

5.2 Data and Cleanup
For Late-Egyptian data, we scrape 302 texts, rang-
ing from a few sentences to many paragraphs, into
JSON format from the Ramses Online Corpus9 (Po-
lis et al., 27 August 2015).

Note that we use the phonological transcribed
version of the Egyptian texts, rather than represen-
tations for the specific hieroglyphs used. This is
in part because we did not see Gardiner Code rep-
resentations (alphanumerical codes for individual
hieroglyphs) in the Ramses Online texts. Egyptian
Hieroglyphic writing makes use of non-phonetic

8Egyptian is classified as Afro-Asiatic, Meroitic is a Nilo-
Saharan language.

9http://ramses.ulg.ac.be/

https://ancientworldonline.blogspot.com/2017/11/repertoire-depigraphie-meroitique.html
https://ancientworldonline.blogspot.com/2017/11/repertoire-depigraphie-meroitique.html
https://ancientworldonline.blogspot.com/2017/11/repertoire-depigraphie-meroitique.html
http://ramses.ulg.ac.be/


features, such as determinatives, in order to con-
tribute semantic and sometimes grammatical (eg.
plurality) information of words (Allen, 2000). Us-
ing only the phonetic representation of texts leaves
open the possibility of losing linguistic information,
and may even result in ambiguity over certain lexi-
cal items. On the other hand, it may make sense to
compare the words phonetically, considering that
Meroitic hieroglyphs are purely alphasyllabic and
do not use determinatives.

We create machine-readable corpora for both
Meroitic and Egyptian by eliminating translations,
metadata, dashes, colons, etc. and separate each
example or text by a new line. Many of the Meroitic
words are pre-segmented, so eliminating certain
punctuation helps to separate words by morpheme
in each language. This Meroitic corpus contains
871 example texts or phrases, and the Egyptian
contains 1,729 unique types for 99,338 total tokens.

Data Augmentation Additionally, since schol-
ars have been able to detect many words that are
anthroponyms (people names), we augment the
Meroitic data by swapping out royal names with
each other, and then non-royal names with other
non-royal names, thereby creating additional syn-
thetic (yet valid) Meroitic examples. The resulting
Meroitic corpus contains 1,868 unique word forms
from 17,257 sentences or phrases: 782,761 words
in all.

Evaluation Dictionaries We also compile seven
small dictionaries (statistics in Table 2), pairing
known Meroitic word forms with Egyptian coun-
terparts that appear in the corpora; these act as our
training and evaluation sets. The combined sets
include over 90 pairs, with our largest dictionary
(of nouns) containing 26. Known orthographic
variants are present as distinct entries. Words are
grouped by categories, such as part of speech, and
these serve as training and test sets. We note that
certain Egyptian words can be written with mul-
tiple independent morphemes yet have a distinct
meaning. For instance, the word for “priest” is
written as a genitival construction with two words:

·hm-n
¯
tr, literally meaning “servant of god.” The

dash in transcription is important because it im-
plies the single meaning in the presence of two
independent morphemes. Therefore, to account for
this kind of issue, we include certain punctuation,
such as periods, and we also add dashes back into
the Egyptian corpus for specific word pairs, just as

they were written in the pre-cleaned version of the
corpus.

5.3 Methods

We train Word2Vec embeddings (Mikolov et al.,
2013a) on the Meroitic and Egyptian data. Al-
though we considered using fastText which
is good for learning subword information (Bo-
janowski et al., 2017), our cleaning process sep-
arated words into their constituent morphemes, so
this would not be as helpful here. In order to con-
sider how the small size of the corpora may affect
the embedding space, we test with varying word
vector dimensions: 20, 50, 100, and 120.

Next, we perform intrinsic evaluation on both
embedding spaces (of dimension 100) with re-
spect to semantic similarity, including both nearest-
neighbors and word analogy tests. We carefully
select known (or hypothesized) words and observe
the top 10 most similar lexemes, with the hope that
other known words that appear will be semantically
related in some way. We also do this for numerals,
expecting numerals to align with other numerals.
Since most Meroitic words are unknown, our re-
sults may not include many known words; in these
cases it is difficult to tell how semantically similar
the words are. Therefore, we also compare cosine
similarity scores to determine how close the words
are in the embedding space.

Finally, we attempt embedding space alignment
between the Egyptian and Meroitic in three settings:
unsupervised, aligning on numbers (mostly shared
numerals), and on our dictionary of nouns. We
use VecMap (Artetxe et al., 2018b,a), since Anas-
tasopoulos and Neubig (2020) found that it can
perform better than other methods (MUSE (Conneau
et al., 2017) and UMWE (Chen and Cardie, 2018)) for
lexicon induction when the languages or writing-
systems are distant.

We then evaluate with a lexicon induction task
on each of our dictionaries, using a neighborhood
of 10 words (reporting precision@10). Addition-
ally, we perform a similar experiment with French
and English Wikipedia-trained embeddings, using
a hand-crafted alignment dictionary of 26 pairs, and
testing on nearly 5,000 pairs from Anastasopoulos
and Neubig (2020). This serves as a skyline to
demonstrate the level of accuracy we might expect
using higher-quality embeddings but still using a
minimal amount of training word pairs. If we re-
ceive low accuracy on Meroitic/Egyptian but high



Type # entries

nouns 26
names 18
numbers 15
verbs 14
titularies 9
adj/adv 6
prepositions 3

Table 2: Alignment dictionaries

accuracy on French/English, this suggests our prob-
lem lies in the sparsity/quality of embeddings.

6 Results

Overall, our intrinsic evaluation for both Meroitic
and Egyptian embeddings shows promise. How-
ever, our lexicon induction experiments are found
lacking. None of our models could correctly trans-
late terms that had not been seen before, and of the
terms that had been seen, only a maximum of 20%
were correctly aligned.

6.1 Intrinsic Evaluation
We evaluate our embeddings by calculating the
cosine similarity between known words.

Egyptian Overall, the Egyptian embeddings do
very well on our tests considering the limited nature
of the dataset. To begin with, lower numerals tend
to be paired with low numerals (ex. 1, 5, 3, 6, 8),
while high numerals match higher numerals (ex.
1000, 500, 800, 2000).

We find that words associated with kingship or
gods often have high cosine similarities and of-
ten appear in the top 10 nearest neighbors of each
other. For instance, /nswt/ (“king”), /r′/ (“Ra”),
and /jmn/ (“Amun”) all have over 92% cosine sim-
ilarities with each other.

In addition, we perform several word analogy
tests (similar to the famous "man" is to "woman"
as "king" is to "queen" paradigm). Not all these
are successful, but we do obtain certain interesting
results:

• nswt→wr as ms→b3 ·k, meaning “‘king’ is to
‘great’ as ‘child’ is to ‘servant,”’ which is ex-
actly something we might expect.

• rmt→hm.t as nswt→mry, which means
“‘man’ is to ‘woman’ as ‘king’ is to ‘beloved.”’
Ideally, the result would be /nswy.t/, mean-
ing ‘queen,’ but ‘beloved’ may still contain a
relevant connotation; it should also be noted

that /mry/ was often used in the context of a
king’s relationship to a god.

We provide cosine similarity scores for some se-
lected Egyptian word comparisons in Table 3, and
note that all scores are high.

Meroitic The Meroitic embeddings do not per-
form quite as well on the intrinsic evaluations, but
we do find that they capture some semantic infor-
mation. For instance, the embeddings of the nu-
merals 2, 12, and 6 are all very near to each other,
and the gods Isis and Osiris are similar—this in
particular is expected since in mythology Isis is
the wife of Osiris. Testing with /qor/10 for “ruler”
returned /abrse/ (a nominal group, meaning “ev-
ery man” when containing an article: /abr-se-l/),
/qorte/ (literally “in the king’s,” probably meaning
“palace”), and /amnp/ (“the God Amun of Nap-
ata”). We also find certain titularies grouped with
titularies, for example: /perite/ (“local official”),
/ttnylkh/11 (some official title), and a word seem-
ingly related to /pelmoŝ/12, which has to do with
regional military administration (Millet, 1968).

Additionally, variant word forms appear as near-
est neighbors, for example /mni/ and /mnpte/ for
“Amun” and “Amun of Napata,” and /(a)ŝor(i)/
and /(a)ŝoreyi/ (vocative form) for Osiris. This
gives hope to future orthographic variation detec-
tion efforts. Note that this is despite the fact that we
use a method that does not take into account char-
acter n-grams (like fasttext would, much more
suitable for modeling orthographic variation) and
hence this confirms that these are indeed variants
of the same word, as opposed to them being two
distinct words with very similar forms.

Word analogy results prove difficult to analyze,
since it is first more complicated to construct them
with our limited vocabulary, and most of the words
that are returned are unknown. However, one
very good result within the top-10 turns out to be
qor→pqr as abr→yetmdelo, which means “‘ruler’
is to ‘crown prince’ as ‘man’ is to ‘nephew13.”’

It should also be noted that unlike the Egyptian
embeddings (whose nearest neighbors often had co-
sine similarity scores greater than 95%), many of

10written as ‘qEr’ in our corpus; all o’s are written as ‘E’,
since some of Millet’s publications transcribed as /ê/. How-
ever, it should be noted that o is the standard convention.

11written ‘ttNlX’ in our corpus
12written ‘pelmES’ in our corpus. The actual word returned

was /pelmoŝlis
·
p

·
qebete./

13Note that technically /yetmde-l-o/ is a nominal clause
meaning “he is the nephew” or “she is the niece”



Word 1 Word 2 Cosine
egy en egy en Similarity

r′ Ra ntr god 0.96
r′ Ra wsr power 0.93
r′ Ra

·
hm− ntr priest 0.88

jmn Amun
·
hm− ntr priest 0.98

nswt king stp choice/elite 0.96
·
hm.t woman rmt.t woman 0.95

·
hm.t woman s man 0.86
ms child s3 son 0.91
·
hm.t woman sn.t sister 0.98

′3 large wr great 0.93

Table 3: Cosine similarity scores between Egyptian
words. egy is the Egyptian word; en is its English trans-
lation. We choose words that we feel are related, so we
get high similarity for the majority of tests. Notice that
woman/man is slightly lower than the rest, which may
be expected due to the difference in gender.

Word 1 Word 2 Cosine
xmr en xmr en Similarity

qor(e) ruler qr ruler 0.91
qor(e) ruler pqr prince -0.04
qor(e) ruler mlo head 0.62
kdi woman kdileb women 0.42
kdi woman sem(l) wife 0.44
kdi woman abr man 0.522
kdi woman kdis sister 0.46
dd infant/son14 as child 0.69

kdis(e) sister wi(de) brother -0.11
tr big lx large/high 0.73

Table 4: Cosine similarity scores between Meroitic
words. xmr is the Meroitic word; en is its hypothe-
sized English translation. We choose words that we feel
are related, so we would expect similarity to be high.
However, while we do get some high scores, results are
somewhat inconsistent.

these Meroitic “nearest neighbors” display cosine
similarities below 60 or even 50%, indicating that
related words are not as near to each other in the em-
beddings space. We believe this can be attributed
to the extremely low training data. Nonetheless, we
still present the cosine similarity scores between
several known Meroitic words in Table 4. Some
pairs have reasonably high scores, but the results
are inconsistent.

6.2 Alignment Results

Our alignment results (Table 6 in Appendix B) are
far from ideal. None of our Meroitic-Egyptian
cross-lingual embeddings were able to do lexicon
induction for a dictionary they had not seen before.
Our best setting appears to be on numerals with
100-dimension vectors; however, even for the train-
ing dictionary they were not able to achieve more
than 20% accuracy. In contrast, our French-English

cross-lingual embeddings performed 70% on the
training dictionary, and close to 68% on the test
set.

The most obvious explanation for this poor per-
formance is twofold. Firstly, our Meroitic-Egyptian
test sets are so small that we cannot expect our
models to correctly pair the specific words we have
chosen. We should remember that the accuracy on
these few words is not an indication of complete
failure. However, the fact that we could not achieve
better than 20% on the very words we aligned on
is an indication that these embeddings are insuffi-
cient for proper alignment and lexicon induction.
This is likely due to the extreme low-resource na-
ture of the training sets, although it is possible that
we may be able to achieve better accuracy when
aligning Meroitic to a different language, such as
Old Nubian or Coptic, despite the differences in
content. One might also try with modern, higher-
resourced languages, such as Hebrew or Egyptian
Arabic; however, we could hardly expect these to
bear any meaningful resemblance to the language
in question.

7 Discussion and Future Work

Despite the extremely limited nature of our corpora,
our embeddings are still able to capture semantic
information. This is especially true in our Egyp-
tian embeddings, but Meroitic also shows promise,
suggesting that our corpus and embeddings can
be useful for future experiments to further under-
stand Meroitic. We believe the Egyptian embed-
dings were better due to the difference in example
length; many Egyptian texts were equivalent to
several paragraphs, but most of the Meroitic exam-
ples were short sentences or fragments, and heavily
augmented using anthroponyms. Regardless, there
is still a long way to go before achieving results
that may be useful for scholars in any major deci-
pherment effort, which is clear when considering
the abysmal performance of our lexicon induction
tasks. Future work should attempt the same align-
ment but with other languages, such as Coptic or
Old Nubian. However, we believe the prime rea-
sons for this is simply the lack of quality training
data. If more Meroitic examples could be gathered
and made machine-readable, then we could expand
our corpus and obtain more reasonable results.

Other avenues for future work, now made possi-
ble with our new corpus, include cognate detection,
orthographic variant recognition, NER tasks, and



POS-tagging. Additionally, Meroitic inscriptions
tend to use substantially different vocabulary in dif-
ferent contexts. Thus, performing a study of lexical
elements common to various genres would also be
useful.

7.1 Cognate Detection

One important direction for Meroitic research in-
cludes attempting to find cognates in related lan-
guages. We hope to first benchmark methods sim-
ilar to Snyder et al. (2010), Luo et al. (2019),
and Luo et al. (2021) (see Section 3). The idea
is to search for cognates in related languages by
comparing their high-frequency word roots and par-
ticles with Meroitic’s, based on phonetic values and
overall frequency.

We present an initial attempt on cognate detec-
tion (by hand, as not all resources are digitized) for
two common but unknown words in Appendix C.

7.2 Leveraging Related Languages

In contrast to previous machine translation attempts
for language decipherment (Snyder et al., 2010),
we currently know of no language that serves as
a very close relative to Meroitic. However, be-
cause we can find similarities between Meroitic
and other languages, such as Old Nubian, which
shares with it both lexical and grammatical fea-
tures (van Gerven Oei, 2020), the hope is that we
could perform experiments using multiple semi-
relatives, perhaps using methods established in Luo
et al. (2021) (see Section 3), and combine the
data to build a comprehensive understanding of
the Meroitic language. At this stage, Old Nubian
presents one of the most likely candidates for com-
parison, although unfortunately its content is pri-
marily Christian-oriented (van Gerven Oei, 2020),
contrasting sharply with Meroitic’s Kushite Pan-
theon of gods, and its lexicon is more limited com-
pared to modern Nubian dictionaries15. Hopefully
there exists enough of a connection to use in com-
puter analyses, but other Nilo-Saharan languages,
such as Nara, Tama, and Dinka, may also be useful
for comparison. Ideally, analysts would perform ex-
periments on not merely one, but many languages,
and use those results cumulatively to better under-
stand Meroitic.

15Modern Nubian dictionaries (e.g. Khalil (1996) and Arm-
bruster (1965)) have many more words than the Old Nubian
dictionary Browne (1996).

7.3 Handling Orthographic Variation

We suspect that orthographic variation may play a
significant role in the quality of our embeddings,
since each distinct form would erroneously appear
to have an entirely new meaning. We plan to at-
tempt the same experiments after modifying the
training data to eliminate all known variants, simi-
larly to methods used in Sahala and Lindén (2023).
However, it is quite possible that many more vari-
ants exist than scholars have previously been able
to uncover. One solution would be to compare
the words in Meroitic texts of related genres with
each other, either considering cosine similarity, or
word frequency and phonemes, perhaps taking re-
gion and time-period into account as well; in this
way we may guess which words are orthographic
variants of each other. Seeing how words were writ-
ten and therefore pronounced by different people
might also give insight into Meroitic phonology
and where language variations occurred, which
would be important not only for knowledge of
Meroitic, but for linguistics and history as well.
Regardless, this test should improve our ability to
read the Meroitic language, as it minimizes the
number of terms that are truly unknown, and could
lead to higher-quality embeddings.

Our current corpus provides the raw texts as
they currently appear, i.e., including all the above-
mentioned variations. But we hope to release a
“normalized” version in the near future.

8 Conclusion

The use of computational methods to decipher
Meroitic looks hopeful. Large-scale programs can
search for cognates much more effectively than
any human, and statistical brute-force comparisons
can help to identify word roots and grammatical
particles. Meroitic is an ideal language on which
to attempt translation, as we already have some
knowledge of vocabulary and grammar (albeit lim-
ited). The primary challenges will be finding the
right language to effectively map word and particle
meanings (Lobban Jr, 2003), paired with acquiring
enough machine-readable data on both ends.

The corpus, embeddings, and analyses we
present here constitute a step in that direction. De-
spite the disappointing results of our lexical in-
duction tests, our embeddings appear to have the
capacity to capture non-trivial semantic informa-
tion. With additional attempts with other languages,
as well as methods to handle orthographic vari-



ation, perhaps we may achieve more promising
results. Ultimately, decipherment of Meroitic–or
any untranslated language–will require computer
efficiency and persistence, paired with human inge-
nuity and intuition.

Limitations

Creating a machine-readable Meroitic corpus is not
a trivial task. Firstly, the language is so obscure that
it is difficult to obtain access to Meroitic materials,
and putting them into machine-readable format re-
quires extensive care and some expertise. Thus, we
had to use some materials that were fairly old and
may contain outdated transcriptions and translation
hypotheses. However, we believe that even a pos-
sibly outdated machine-readable corpus is better
than no corpus at all, and given some of our posi-
tive results for the intrinsic evaluation, it seems that
what we do have is still worthwhile. We hope to
eventually curate an up-to-date machine-readable
corpus, perhaps based on the recent publication of
Hallof (2024). Note, however, that this book is not
currently available in any digital format, and our
attempts at contacting the author have been unsuc-
cessful. Should we manage to eventually obtain
access to this book, it may also lead to substantial
improvements in results.
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Meroitic Corpus Examples

plSn aqmks penn 5 ni ye teke lE
xbxN wES qer qE sskemxr qE wESi yntke pipl pxilX pli ptrEti pipn pbx

wErEteliye krErE
t dxe mlEqErebr qEre s l xrws

pestE aberEtemte pestE n. yetmde betewi

Table 5: Example lines from our corpus, where each line is a unique example.

Figure 2: Screenshot of lines from the Millet examples.

A Corpus Example

Table 5 displays example lines taken from our Meroitic corpus, and Figure 2 shows a screenshot image of
the examples from Millet.

B Alignment Results

Table 6 shows the results from aligning Meroitic to Egyptian embeddings on numerals and nouns. The
columns represent the cross-lingual embeddings, while the rows are the test dictionaries.

Dict unsup num-20 num-50 num-100 num-120 nn-20 nn-50 nn-100 nn-120

numer - 6.67 13.33 20 13.33 - - - -
nouns - - - - - 8 4 16 12
other - - - - - - - - -

Table 6: Results from Meroitic-Egyptian cross-lingual embeddings. The -numbers are the dimensions of the word
vectors. unsup stands for an unsupervised model on 100-dimension vectors; num- models are aligned on numbers,
and nn- are aligned on nouns. The results are abysmal, suggesting that we cannot reliably perform lexicon induction
between the Meroitic and Late-Egyptian corpora.

C Preliminary Cognate Study

Once we had compiled the three long royal narratives in machine-readable format, we calculated overall
word frequency within the texts. Then, consulting with an expert in Nubian and Meroitic history and



languages, we focused on two of the most frequent words, and hand-identified possible cognates from
related languages. Tables 7 and 8 show our results for the words /seb/ and /kek/, respectively. Current
theories suggest that /seb/ is a noun related to kingship and that /kek/ may possibly be a coordinating
conjunction (although this is fragile).

Word Meaning Language

seb unknown Meroitic
sab cat Nubian Kenzi/Dongolawi
esbyni villager Nubian Kenzi/Dongolawi
sablo waterfall Nubian Kenzi/Dongolawi/Fadija/Mahas
sablo obstruction to the flow, irrigation canal Nubian Kenzi
sablo trough (especially for a waterwheel) Nubian Dongolawi
sib to fly Nubian Kenzi/Dongolawi
sab clouds Nubian Dongolawi/Mahas
sabe wall Nubian Kenzi/Dongolawi
saab downstream end Nubian (17th century)
asab sinew/muscle Nubian
seb intelligent Coptic
sabat basket Old Nubian

Table 7: Hand-identified possible cognates/borrowings for the Meroitic word /seb/.

Word Meaning Language

kek Unknown Meroitic
kakke small scorpion Nubian Kenzi
kok hammer Nubian Kenzi/Dongolawi/Fadija/Mahas
kuk to hatch Nubian Kenzi/Dongolawi/Fadija/Mahas
kk darkness Egyptian
ukk wean Nubian Kenzi/Dongolawi/Fadija/Mahas
kkki lineage name of island land cultivators Nubian
kak room Nubian
kikko chop Nubian
Kuk/Kek God of darkness Egyptian
Keket Goddess of darkness Egyptian

Table 8: Hand-identified possible cognates/borrowings for the Meroitic word /kek/.

Interestingly, the cognates found for these two words do not appear to directly support the current
scholarly theories. Based purely on these results, any hard translation for /seb/ or /kek/ would be
speculative. However, there appears to be somewhat of a theme regarding “earth,” “wall,” “blockage,”
“water,” or “cataract” relating to the word /seb/. Therefore, considering the importance of the Nile in
Meroë geography and culture, one possibility is that this Meroitic word means or is related to a cataract.
For /kek/, many of the Nubian/Egyptian words appear to have a dark or destructive connotation, so one
possibility is that /kek/ means “to cut” or perhaps “hurt,” “hit,” or “break.” This also makes sense in
context of conquest, which is likely a prevailing theme in the royal narratives.

The hope is that once we acquire enough data from languages in addition to Meroitic, we will be able
to automate the process of cognate detection. In future work, we also expect to take into account word
clusters and n-grams.


